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Abstract

We present a novel parametric finite element approach for simulating the surface diffusion of curves and
surfaces. Our core strategy incorporates a predictor-corrector time-stepping method, which enhances the
classical first-order temporal accuracy to achieve second-order accuracy. Notably, our new method eliminates
the necessity for mesh regularization techniques, setting it apart from previously proposed second-order
schemes by the authors (J. Comput. Phys. 514 (2024) 113220). Moreover, it maintains the long-term
mesh equidistribution property characteristic of the first-order scheme. The proposed techniques are readily
adaptable to other geometric flows, such as (area-preserving) curve shortening flow and surface diffusion
with anisotropic surface energy. Comprehensive numerical experiments have been conducted to validate the
accuracy and efficiency of our proposed methods, demonstrating their superiority over previous schemes.

Keywords: Surface diffusion, parametric finite element method, predictor-corrector time discretization,
anisotropic surface energy, mesh equidistribution.

1. Introduction

Surface diffusion plays an important role in the field of materials science. It was initially proposed
by Mullins in 1957 as a mathematical model to describe the evolution of grain boundaries in polycrystal
materials [40]. Since then, this pioneering work has sparked extensive research and application across
multiple research areas, such as the crystal growth [25, 26], the evolution of voids in microelectronic circuits
[10, 11, 37], solid-state dewetting [34, 36, 42, 45], and computational geometry for surface design [41].

This paper focuses on the numerical simulation of surface diffusion flow (SDF) and its extension to other
types of geometric flows. We begin with the planar surface diffusion flow, investigating the evolution of
a family of simple closed curves denoted as Γ(t). The evolution is governed by the following geometric
equation:

V = ∂ssκ n, (1.1)

where V represents the velocity, s is the arc-length, κ denotes the plane curvature of the curve, and n is the
outward unit normal vector. It is widely known that the above SDF can be interpreted as the H−1-gradient
flow of the perimeter functional [17, 23].

The simulation of the SDF and its anisotropic variant has attracted extensive research interest, leading to
the development of numerous numerical methods. Notable examples include the graph formulation [1, 44],
the θ-L formulation [28, 29], the finite difference method [38], and the finite element method [2, 22]. In their
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pioneering work [12], Barrett, Garcke and Nürnberg (referred to as BGN) introduced an unconditionally
energy-stable parametric finite element method (PFEM) for isotropic SDF by parametrizing Γ(t) using
X(·, t) : I = [0, 1]→ R2 and introducing a novel coupled reformulation of the SDF (1.1) as follows:

∂tX · n = ∂ssκ,

κn = −∂ssX.
(1.2)

Noteworthy, the PFEM based on the above BGN formulation exhibits excellent mesh quality, character-
ized by asymptotic long-term mesh equidistribution [12, 17]. They further extended this approach to the
anisotropic SDF with Riemannian-like anisotropic surface energy γ(n) [14]. Similar formulation has been
applied to other geometric flows, such as curve shortening flow (CSF) and area-preserving curve shortening
flow (AP-CSF) [13]. More recently, Bao, Jiang and Li utilized the Cahn-Hoffman ξ-vector formulation [33]
to address anisotropic surface diffusion flow (A-SDF) with arbitrary anisotropic surface energy densities.
However, it is important to note that these numerical methods utilize the backward Euler method for time
discretization, resulting in only first-order temporal accuracy. For numerical methods with higher-order
temporal accuracy in simulating isotropic SDF, we refer to recent studies [21, 27, 31, 32, 35]. Additionally,
a level set method combined with a fast marching approach for simulating isotropic SDF was proposed in
the work [20].

In this paper, we present a novel strategy to enhance the temporal accuracy of the previously discussed
first-order PFEMs. This approach is applicable to the evolution of curves and surfaces driven by isotropic
SDF, CSF/AP-CSF, and A-SDF. Our methodology incorporates a predictor-corrector technique for dis-
cretizing the time variable, thereby improving the temporal accuracy. Specifically, when computing the
numerical solution from time t to time t+τ , we first utilize a first-order scheme for a half time step to get an
approximation of the solution at time t+ τ

2 . Subsequently, based on this ‘predictor’, we employ a formally
second-order scheme with a local truncation error of O(τ2) to derive an approximation of the solution at
time t+ τ .

The predictor-corrector strategy introduced in this paper offers several notable advantages compared to
previous methodologies:

• Second-Order in Time Accuracy: It demonstrates robust second-order accuracy, as assessed using
the shape metric referenced in [31]. This represents a significant improvement in temporal accuracy
compared to previous methods.

• Retained Favorable Mesh Properties: The strategy retains the beneficial mesh properties of the
traditional first-order BGN scheme, which eliminates the need for mesh regularization. This contrasts
with the authors’ earlier work [31], which employed the Crank-Nicolson leap-frog discretization.

• Versatility and Extensibility: The method can be readily adapted to various types of surface
diffusion and, more broadly, to other geometric flows. Crucially, this extension maintains the same
second-order accuracy and advantageous mesh quality, ensuring consistency and reliability across di-
verse applications.

Throughout the paper, we will primarily focus on the applications of several key geometric flows in
addition to the SDF. These include, but are not limited to the following:

• The CSF and AP-CSF, for which the motion is governed by the equation

V =

{
−κn, CSF,

− (κ− 〈κ〉) n, AP-CSF.
(1.3)

Similar to (1.2), the corresponding BGN formulation [13, 17] reads as:

∂tX · n =

{
−κ, CSF,

− (κ− 〈κ〉) , AP-CSF,

κn = −∂ssX.
(1.4)
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• The A-SDF, for which the motion is governed by the equation:

V = ∂ssµ n, (1.5)

where µ is the chemical potential [6, 18]. From a variational point of view, it can be interpreted as
an H−1-gradient flow of the energy functional W :=

∫
Γ
γ(n) ds, where γ : S1 → R+ denotes the

anisotropic surface energy density [4, 6, 17]. Following the work of Bao, Jiang and Li [4, 7], a coupled
reformulation can be expressed as

∂tX · n = ∂ssµ,

µn = −∂sξ⊥,
(1.6)

where ξ = ∇γ(p)|p=n represents the Cahn-Hoffman ξ-vector [19, 33], and the notation ·⊥ indicates

a clockwise rotation by π
2 . Subsequently, by introducing a stabilizing function k : S1 → R+ which

depends on the anisotropic surface energy γ, and a positive symmetrized matrix Zk(n) depending on
k, (1.6) could be further reformulated as

∂tX · n = ∂ssµ,

µn = −∂s(Zk(n)∂sX).
(1.7)

• The SDF of surfaces in R3, for which the motion is governed by the equation

V = ∆ΓH n, (1.8)

where H is the mean curvature of the surface, and ∆Γ is the surface Laplacian operator on the surface
Γ. The corresponding BGN formulation is given by

∂tX · n = ∆ΓH,

H n = −∆ΓId,
(1.9)

where Id is the identity operator defined on Γ.

The remainder of the paper is organized as follows. Section 2 begins with a review of the classical
first-order BGN scheme for solving planar isotropic SDF and then introduces a semi-implicit temporal
second-order scheme to enhance the accuracy. We also establish the well-posedness of this scheme and prove
its long-time mesh equidistribution property. In Section 3, we extend this methodology to CSF, AP-CSF,
A-SDF and SDF in R3. Section 4 includes extensive numerical experiments that demonstrate the accuracy
and efficiency of our proposed methods across various types of geometric flows. Finally, we draw some
conclusions and discuss potential directions for future research in Section 5.

2. A predictor-corrector second-order algorithm for planar isotropic surface diffusion flow

We first recall the classical first-order BGN scheme for planar isotropic SDF [12, 17]. As detailed in the
introduction, the isotropic SDF is reformulated as (1.2). For finite element approximation, let I = [0, 1] =⋃N
j=1 Ij , N ≥ 3, be a partition of I with intervals Ij = [ρj−1, ρj ]. We define the linear finite element space

as
V h := {u ∈ C(I) : u|Ij is linear, ∀j = 1, 2, . . . , N ; u(ρ0) = u(ρN )} ⊆ H1(I).

The mass lumped inner product (·, ·)hΓh over the polygonal curve Γh := Xh ∈ [V h]2, which is an approxima-
tion of (·, ·)Γh by using the composite trapezoidal rule, is defined as

(u, v)hΓh :=
1

2

N∑
j=1

|Xh(ρj , t)−Xh(ρj−1, t)|
[
(u · v)(ρ−j ) + (u · v)(ρ+

j−1)
]
,
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where u, v are two scalar/vector piecewise continuous functions with possible jumps at the nodes {ρj}Nj=1,

and u(ρ±j ) = lim
ρ→ρ±j

u(ρ).

Subsequently, the semi-discrete scheme for the formulation (1.2) is as follows: given the initial polygon
Γh(0) with vertices lying on the initial curve Γ(0) in a clockwise orientation, parametrized by Xh(·, 0) ∈ [V h]2,
find (Xh(·, t), κh(·, t)) ∈ [V h]2 × V h such that(

∂tX
h · nh, ϕh

)h
Γh

+
(
∂sκ

h, ∂sϕ
h
)

Γh
= 0, ∀ ϕh ∈ V h,(

κh,nh · ωh
)h

Γh
−
(
∂sX

h, ∂sω
h
)

Γh
= 0, ∀ ωh ∈ [V h]2,

(2.1)

where we always integrate over the current curve Γh described by Xh, the outward unit normal nh is a
piecewise constant vector given by

nh|Ij = −h⊥j /|hj |, hj = Xh(ρj , t)−Xh(ρj−1, t), j = 1, . . . , N,

and the partial derivative ∂s is defined piecewisely over each side of the polygon

∂sf |Ij =
∂ρf

|∂ρXh|
|Ij =

(ρj − ρj−1)∂ρf |Ij
|hj |

.

It was shown that the scheme (2.1) always equidistributes the vertices along Γh for t > 0 if they are not
locally parallel [12].

For the fully discrete scheme, we select a uniform time step size τ > 0 for simplicity. Let Xm ∈ [V h]2 and
Γm be the approximations of X(·, tm) and Γ(tm), respectively, for m = 0, 1, 2, . . ., with tm := mτ . Define
hmj := Xm(ρj)−Xm(ρj−1) and assume that |hmj | > 0 for j = 1, . . . , N and m > 0. The discrete unit normal

vector nm, the discrete inner product (·, ·)hΓm and the discrete operator ∂s are defined analogously to their
semi-discrete counterparts. In view of the formal first-order approximation for ∂tX, κ and ∂sX:

∂tX(·, tm) =
X(·, tm+1)−X(·, tm)

τ
+O(τ),

∂sκ(·, tm) = ∂sκ(·, tm+1) +O(τ), ∂sX(·, tm) = ∂sX(·, tm+1) +O(τ),

Barrett, Garcke and Nürnberg [12, 13] proposed the following semi-implicit scheme (referred to as the BGN
scheme).
(First-order BGN scheme): For m ≥ 0, find Xm+1 ∈ [V h]2 and κm+1 ∈ V h such that(

Xm+1 −Xm

τ
, ϕhnm

)h
Γm

+
(
∂sκ

m+1, ∂sϕ
h
)

Γm
= 0, ∀ ϕh ∈ V h,(

κm+1,nm · ωh
)h

Γm
−
(
∂sX

m+1, ∂sω
h
)

Γm
= 0, ∀ ωh ∈ [V h]2.

(2.2)

The well-posedness and unconditional energy stability have been established under mild conditions. In
practice, the BGN scheme (2.2) demonstrates quadratic convergence in space [12] and linear convergence in
time [31]. Furthermore, as discussed in [17, Section 4.6], the BGN scheme exhibits favorable mesh quality
and an asymptotic long-time mesh equidistribution property in practical applications.

We now clarify our predictor-corrector strategy for the planar isotropic SDF and introduce a second-
order temporal scheme based on this approach and the formulation (1.2). We establish the fundamental
properties of the scheme, including well-posedness and the long-time equidistribution property. Specifically,
we approximate the terms ∂tX, κ and ∂sX using formal Taylor expansion formulas as follows:

∂tX(·, tm+ 1
2
) =

X(·, tm+1)−X(·, tm)

τ
+O(τ2),

∂sκ(·, tm+ 1
2
) =

∂sκ(·, tm+1) + ∂sκ(·, tm)

2
+O(τ2),

∂sX(·, tm+ 1
2
) =

∂sX(·, tm+1) + ∂sX(·, tm)

2
+O(τ2).

(2.3)
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Inspired by the above approximations, we derive a formal second-order scheme as follows:(
Xm+1 −Xm

τ
, ϕhnm+ 1

2

)h
Γm+1

2

+

(
∂s

(
κm+1 + κm

2

)
, ∂sϕ

h

)
Γm+1

2

= 0, ∀ ϕh ∈ V h,(
κm+1 + κm

2
,nm+ 1

2 · ωh
)h

Γm+1
2

−
(
∂s

(
Xm+1 + Xm

2

)
, ∂sω

h

)
Γm+1

2

= 0, ∀ ωh ∈ [V h]2,

(2.4)

where Γm+ 1
2 is a suitable approximation of Γ(tm+1/2), e.g., Γm+ 1

2 := Xm+ 1
2 = Xm+Xm+1

2 . To obtain a

semi-implicit scheme that is easier to solve, we compute the ‘predictor’ X̃m+ 1
2 as the solution of the classical

BGN scheme (2.2), using the initial data Xm and time step of τ/2. We denote Γ̃m+ 1
2 := X̃m+ 1

2 . Let ñm+ 1
2

be the normal vector of the polygon X̃m+ 1
2 . By substituting this predictor into (2.4), we obtain the following

BGN/PC scheme.

(Second-order BGN/PC scheme): For X0 ∈ [V h]2 and κ0 ∈ V h, which serve as suitable approximations

at the initial time level t0 = 0, for m ≥ 0, let Γ̃m+ 1
2 := X̃m+ 1

2 ∈ [V h]2 be the solution of the classical BGN
scheme (2.2) with initial data Xm and a time step of τ/2. The objective is to find Xm+1 ∈ [V h]2 and
κm+1 ∈ V h such that(

Xm+1 −Xm

τ
, ϕhñm+ 1

2

)h
Γ̃m+1

2

+

(
∂s

(κm+1 + κm

2

)
, ∂sϕ

h

)
Γ̃m+1

2

= 0, ∀ ϕh ∈ V h,(
κm+1 + κm

2
, ñm+ 1

2 · ωh
)h

Γ̃m+1
2

−
(
∂s

(Xm+1 + Xm

2

)
, ∂sω

h

)
Γ̃m+1

2

= 0, ∀ ωh ∈ [V h]2.

(2.5)

Here, the normal vector is defined as ñm+ 1
2 := −

(
∂ρX̃

m+1
2

|∂ρX̃m+1
2 |

)⊥
, and the derivative ∂s refers to the arc

length of Γ̃m+ 1
2 . We present the following BGN/PC algorithm, which combines the schemes (2.2) and (2.5).

BGN/PC algorithm for planar isotropic case

Input: An initial curve Γ(0) approximated by a polygon Γ0 with N vertices, described by X0 ∈ [V h]2, time
step τ and terminate time T satisfying T/τ ∈ N.

Output: Computational solution ΓT/τ := XT/τ .
1: Calculate κ0 by Γ0 based on the formula κn = −∂ssX and least squares method [12, 31]. Set m = 0.
2: while m < T/τ , do

3: • Predictor: Compute Γ̃m+ 1
2 := X̃m+ 1

2 by using the BGN scheme (2.2) with Γm and τ/2.

• Corrector: Compute Γm+1 := Xm+1, κm+1 by using the BGN/PC scheme (2.5) with Xm, κm, Γ̃m+ 1
2 .

4: m = m+ 1;
5: end while

Here, the preparation of the initial curvature κ0 is thoroughly detailed in [31, Remark 2.1] (see also [12, Page
461]). Specifically, we employ the least squares method to solve the following overdetermined equation:(

κ0,n0 · ωh
)h

Γ0 −
(
∂sX

0, ∂sω
h
)

Γ0 = 0, ∀ ωh ∈ [V h]2,

where Γ0 = X0(I) represents the polygonal approximation of the initial curve.

Remark 2.1. The second-order BGN/PC scheme (2.5) requires an initial approximation of curvature κ0

obtained using the least squares method. Alternatively, one could introduce another variable Y m+ 1
2 ∈ V h

and consider the following formulation in practice:(
Xm+1 −Xm

τ
, ϕhñm+ 1

2

)h
Γ̃m+1

2

+
(
∂sY

m+ 1
2 , ∂sϕ

h
)

Γ̃m+1
2

= 0, ∀ ϕh ∈ V h,(
Y m+ 1

2 , ñm+ 1
2 · ωh

)h
Γ̃m+1

2
−
(
∂s

(Xm+1 + Xm

2

)
, ∂sω

h

)
Γ̃m+1

2

= 0, ∀ ωh ∈ [V h]2.

(2.6)
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This adjustment enables us to circumvent the computation of the initial numerical curvature and the iterative
use of the numerical curvature from the previous time step. However, it is noteworthy that both schemes
yield the same computational solution for Xm+1 and consequently result in identical numerical outcomes.
The advantage of the formulation (2.5), combined with the selection of κ0, is that the numerical solution κm

provides a second-order approximation of the curvature κ(tm).

Remark 2.2. In our previous work [31], we introduced a Crank-Nicolson leap-frog (CNLF) time-stepping
discretization and proposed the following scheme, referred to here as the BGN/CNLF scheme:
(Second-order BGN/CNLF scheme): For (X0, κ0), (X1, κ1) ∈ [V h]2×V h, which represent appropriate
approximations at the time levels t0 = 0 and t1 = τ , find (Xm+1, κm+1) ∈ [V h]2 × V h for m ≥ 1 such that(

Xm+1 −Xm−1

2τ
, ϕhnm

)h
Γm

+

(
∂sκ

m+1 + ∂sκ
m−1

2
, ∂sϕ

h

)
Γm

= 0, ∀ ϕh ∈ V h,(
κm+1 + κm−1

2
,nm · ωh

)h
Γm
−
(
∂sX

m+1 + ∂sX
m−1

2
, ∂sω

h

)
Γm

= 0, ∀ ωh ∈ [V h]2.

(2.7)

The derived two-step scheme is well-posed and demonstrates second-order accuracy in time. However, mesh
regularization may be necessary in certain scenarios to prevent distortion, due to some oscillatory behavior.
The proposed BGN/PC algorithm effectively addresses the oscillatory behavior of the mesh ratio (see Example
4.3 and Figure 2). This is attributed to the incorporation of a regularly updated mesh at each time step,
utilizing the classical BGN scheme, thereby maintaining desirable mesh properties. Additionally, the order
of the local truncation error ensures consistent second-order accuracy.

Remark 2.3. It would also be beneficial to compare the BGN/PC scheme with another second-order BGN-
based scheme introduced in the authors’ previous work [32], where the backward differentiation formula is
utilized to discretize the time variable, resulting in the following scheme, referred to here as the BGN/BDF2
scheme:
(Second-order BGN/BDF2 scheme): Given X0,X1 ∈ [V h]2 which are appropriate approximations for
Γ(0) and Γ(τ), respectively, find Xm+1 ∈ [V h]2 and κm+1 ∈ V h for m ≥ 1 such that( 3

2Xm+1 − 2Xm + 1
2Xm−1

τ
, ϕhñm+1

)h
Γ̃m+1

+
(
∂sκ

m+1, ∂sϕ
h
)

Γ̃m+1 = 0, ∀ ϕh ∈ V h,(
κm+1, ñm+1 · ωh

)h
Γ̃m+1 −

(
∂sX

m+1, ∂sω
h
)

Γ̃m+1 = 0, ∀ ωh ∈ [V h]2.

(2.8)

Here Γ̃m+1, described by X̃m+1 ∈ [V h]2, provides a suitable approximation of Γ(tm+1) as predicted by the
classical BGN scheme with a time step of τ . Both the normal vector ñm+1 and the derivative ∂s are defined
over the polygon Γ̃m+1. The derived scheme also exhibits second-order accuracy. However, numerical results
indicate that the BGN/PC scheme achieves a more robust convergence order and superior accuracy compared
to the BGN/BDF2 scheme (see Figures 1 and 12).

We subsequently establish several fundamental properties of the BGN/PC scheme (2.5). We first demon-
strate the well-posedness of BGN/PC scheme (2.5) under certain mild assumptions regarding the predicted

curve Γ̃m+ 1
2 .

Theorem 2.1 (Well-posedness). For m ≥ 1, we assume that the discrete polygon Γ̃m+ 1
2 := X̃m+ 1

2 satisfies
the following conditions within the BGN/PC algorithm:

(1) At least two vectors from {h̃m+ 1
2

j }Nj=1 are not parallel, i.e.,

dim
(

Span
{

h̃
m+ 1

2
j

}N
j=1

)
= 2;

(2) There are no degenerate elements on Γ̃m+ 1
2 ; that is, min1≤j≤N |h̃

m+ 1
2

j | > 0.
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Then, the BGN/PC scheme (2.5) is well-posed, i.e., there exists a unique solution (Xm+1, κm+1) ∈ [V h]2 ×
V h to (2.5).

Proof. The proof follows as a specific instance of the anisotropic case by setting γ(n) ≡ 1 and Zk(n) = I2.
For a detailed demonstration, we refer to Theorem 3.6.

In contrast to the BGN/CNLF scheme (2.7), we can prove that our BGN/PC scheme (2.5) retains the
long-time equidistribution property characteristic of the BGN scheme (2.2). The proof is inspired by the
idea in [46, Proposition 3.3] concerning the first-order scheme for solving the isotropic surface diffusion of
open curves. For the sake of clarification, we only consider the evolution of simple polygons.

Theorem 2.2. Let (Xm, κm) be the solution of the BGN/PC scheme (2.5). We assume the following
conditions:

(1) As m→ +∞, Xm converges to the equilibrium state Γe := Xe ∈ [V h]2, and κm converges to κe ∈ V h.

Moreover, we assume the predictor X̃m+ 1
2 also converges to the same equilibrium Γe. We further

assume that Γe is a simple polygon.

(2) The equilibrium polygon Γe is non-degenerate in the sense that

min
1≤j≤N

|hej | > 0, and dim
(

Span
{
hej
}N
j=1

)
= 2, hej := Xe(ρj)−Xe(ρj−1), 1 ≤ j ≤ N.

Then, the mesh ratio Ψm :=
max1≤j≤N |hmj |
min1≤j≤N |hmj |

satisfies

lim
m→+∞

Ψm = Ψe :=
max1≤j≤N |hej |
min1≤j≤N |hej |

= 1.

Moreover, the equilibrium state Γe is a regular N -polygon.

Proof. By taking m→ +∞ in the BGN/PC scheme (2.5), alongside assumption (1), we derive(
∂sκ

e, ∂sϕ
h
)

Γe
= 0, ∀ ϕh ∈ V h,(

κe,ne · ωh
)h

Γe
−
(
∂sX

e, ∂sω
h
)

Γe
= 0, ∀ ωh ∈ [V h]2.

(2.9)

Taking ϕh = κe ∈ V h in the first equation yields that (∂sκ
e, ∂sκ

e)Γe = 0. Noticing κe ∈ C(I) is a constant,
this implies κe ≡ κc ∈ R. Through direct computation, we can reformulate the second equation in (2.9) into
the following vector equation

κc(hej+1 + hej)
⊥ +

(
hej/|hej | − hej+1/|hej+1|

)
= 0, j = 1, . . . , N. (2.10)

Multiplying both sides of (2.10) by the vector (hej+1 + hej), we obtain

0 =

(
hej
|hej |
−

hej+1

|hej+1|

)
· (hej+1 + hej) =

(
|hej+1| − |hej |

)( hej+1 · hej
|hej+1||hej |

− 1

)
.

Applying Cauchy-Schwarz inequality, we conclude that, for j = 1, . . . , N ,

|hej+1| = |hej |, or hej+1 ‖ hej .

Note that if the latter scenario occurs for some j, then κc = 0 and all vectors hej must be parallel, which
contradicts assumption (2). Thus, we establish the equidistribution property for Γe, namely,

|hej | ≡ |he|, j = 1, . . . , N. (2.11)
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It remains to demonstrate all the interior angles are equal. By multiplying both sides of (2.10) by the
vector (hej+1 + hej)

⊥ and denoting αj ∈ (−π, π) as the exterior angle formed by hej and hej+1, which is
uniquely determined by

hej+1 · hej = |hej+1||hej | cosαj , and hej ·
(
hej+1

)⊥
= −|hej+1||hej | sinαj ,

we then obtain

0 = κc|hej+1 + hej |2 +

(
hej
|hej |
−

hej+1

|hej+1|

)
·
(
hej+1 + hej

)⊥
= κc|hej+1 + hej |2 +

(
|hej+1|+ |hej |
|hej+1||hej |

)
hej ·

(
hej+1

)⊥
= 2|he|2κc (1 + cosαj)− 2|he| sinαj .

Thus, we can express the constant κc =
sinαj

(1+cosαj)|he| . It is clear that all exterior angles αj = αc are

equal because the function f(α) = sinα
1+cosα is strictly monotonic in the interval −π < α < π, given that

f ′(α) = 1
1+cosα > 0. If αj = αc = 0, then κc = 0, which implies that all vectors hej are identical (cf. (2.10)),

contradicting assumption (2). Therefore, we conclude that αj = αc 6= 0. This, together with (2.11) yields
that Γe is a regular N -polygon.

3. Extensions to other geometric flows

In this section, we extend the predictor-corrector strategy to other geometric flows, including CSF, AP-
CSF, A-SDF and SDF in R3. The basic idea closely resembles the BGN/PC algorithm (2.5), wherein we
first predict the solution at an intermediate time level using a first-order method. We then apply a formally
second-order method to refine and achieve a more accurate corrected solution.

3.1. Curve shortening flow

Based on the variational formulation (1.4), the first-order scheme, as outlined in [17, 31], involves replac-
ing the first equation in (2.2) with the following equations

(
Xm+1 −Xm

τ
, ϕhnm

)h
Γm

= −


(
κm+1, ϕh

)h
Γm

, CSF,(
κm+1 −

〈
κm+1

〉h
Γm

, ϕh
)h

Γm
, AP-CSF,

(3.1)

where 〈·〉Γm = (·, 1)
h
Γm / (1, 1)

h
Γm .

To extend the BGN/PC scheme (2.5) for solving CSF/AP-CSF, we only need to substitute the first
equation in (2.5) with

(
Xm+1 −Xm

τ
, ϕhñm+ 1

2

)h
Γ̃m+1

2

= −


(
κm+1+κm

2 , ϕh
)h

Γ̃m+1
2
, CSF,(

κm+1+κm

2 −
〈
κm+1+κm

2

〉
Γ̃m+1

2
, ϕh

)h
Γ̃m+1

2

, AP-CSF,
(3.2)

where Γ̃m+ 1
2 and the normal vector ñm+ 1

2 are obtained in a manner analogous to that used for the isotropic
planar SDF. Specifically, Γ̃m+ 1

2 represents the solution of (3.1) with initial data Xm and a time step of

τ/2, and ñm+ 1
2 is derived as the normal vector of Γ̃m+ 1

2 . Additionally, 〈·〉
Γ̃m+1

2
= (·, 1)

h

Γ̃m+1
2
/ (1, 1)

h

Γ̃m+1
2

is computed over the predicted polygon curve Γ̃m+ 1
2 . The comprehensive algorithm follows a framework

similar to the BGN/PC Algorithm, and for the sake of brevity, we omit the full details here.
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3.2. Anisotropic surface diffusion flow of planar curves

In their seminal work [4], Bao, Jiang and Li (referred to as BJL) proposed an energy-stable PFEM for
solving anisotropic SDF of curves characterized by arbitrary surface energy densities γ(n), which encom-
passes both weakly and strongly anisotropic surface energy cases. Specifically, they reformulated the coupled
equations (1.7) using the Cahn-Hoffman ξ-vector formulation alongside a vital identity [4, Lemma 2.1]

Zk(n)∂sX = ξ⊥,

where Zk(n) is defined as

Zk(n) = γ(n)I2 − nξ> − ξn> + k(n)nn>, ∀n ∈ S1, (3.3)

and k(n) : S1 → R+ serves as a stabilizing function to ensure that Zk(n) is a positive definite matrix.
Here I2 represents the identity matrix, and ·> denotes the transpose operator. Utilizing this variational
formulation, BJL proposed the following first-order BJL scheme:
(First-order BJL scheme): For m ≥ 0, find Xm+1 ∈ [V h]2 and µm+1 ∈ V h such that

(
Xm+1−Xm

τ , ϕhnm
)h

Γm
+
(
∂sµ

m+1, ∂sϕ
h
)

Γm
= 0, ∀ ϕh ∈ V h,(

µm+1,nm · ωh
)h

Γm
−
(
Zk(nm)∂sX

m+1, ∂sω
h
)

Γm
= 0, ∀ ωh ∈ [V h]2.

(3.4)

The well-posedness and unconditional energy stability have be established under mild conditions. It should
be noted that the existence of the stabilizing function k(n) relies on specific assumptions pertaining to
anisotropic surface energy densities γ(n), such as

γ(−n) = γ(n), ∀n ∈ S1, γ(p) ∈ C2(R2 \ {0}). (3.5)

For explicit computation of the stabilizing function k(n), we refer readers to [4, Appendix]. In practice, the
scheme (3.4) demonstrates quadratic convergence in space [4] and linear convergence in time.

The predictor-corrector strategy outlined above can be readily extended to the anisotropic case using the
first-order BJL scheme (3.4). Analogously, the terms ∂tX, µ and ∂sX are approximated using the Taylor
expansion formulas (2.3). Therefore, we propose the following second-order BJL/PC scheme:

(Second-order BJL/PC scheme): For X0 ∈ [V h]2, µ0 ∈ V h which are appropriate approximations

at t0 = 0. For m ≥ 0, let Γ̃m+ 1
2 := X̃m+ 1

2 ∈ [V h]2 be an appropriate approximation of X(tm+ 1
2
); we seek

Xm+1 ∈ [V h]2 and µm+1 ∈ V h such that
(

Xm+1−Xm

τ , ϕhñm+ 1
2

)h
Γ̃m+1

2
+
(
∂s

(
µm+1+µm

2

)
, ∂sϕ

h
)

Γ̃m+1
2

= 0, ∀ ϕh ∈ V h,(
µm+1+µm

2 , ñm+ 1
2 · ωh

)h
Γ̃m+1

2
−
(
Zk(ñm+ 1

2 )∂s

(
Xm+1+Xm

2

)
, ∂sω

h
)

Γ̃m+1
2

= 0, ∀ ωh ∈ [V h]2.

(3.6)

The computation of the stabilizing function k(n) and Zk(n) is exactly the same as the first-order BJL
scheme (3.4) (see [4, Appendix]). Similar to the BGN/PC algorithm, we propose the following second-order
algorithm as follows.

Theorem 3.1 (Well-posedness). For m ≥ 1, assume that the predicted polygon curve Γ̃m+ 1
2 := X̃m+ 1

2

satisfies conditions (1) and (2) as outlined in Theorem 2.1. Additionally, we assume that the surface energy
density satisfies (3.5). Under these assumptions, the BJL/PC scheme (3.6) is well-posed, i.e., there exists
a unique solution (Xm+1, µm+1) ∈ [V h]2 × V h.

Proof. Notably, given the predicted polygon Γ̃m+ 1
2 , the resulting scheme (3.6) generates a system of linear

algebraic equations with respect to the unknowns (Xm+1, µm+1). To establish well-posedness, it suffices
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BJL/PC algorithm for anisotropic case

Input: An initial curve Γ(0) approximated by a polygon Γ0 with N vertices, described by X0 ∈ [V h]2, time
step τ and terminate time T satisfying T/τ ∈ N.

Output: Computational solution ΓT/τ := XT/τ .
1: Calculate κ0 by Γ0 and a formula based on the formula κn = −∂ssX and least square method [12, 31],

and we further set the initial chemical potential by the θ-formulation [6]

µ0 = (γ(θ0) + γ′′(θ0))κ0, (3.7)

where θ0 is the angle between y-axis and the normal vector n0 of the initial polygon Γ0. Set m = 0.
2: while m < T/τ , do

3: • Predictor: Compute Γ̃m+ 1
2 := X̃m+ 1

2 by using the BJL scheme (3.4) with Γm and τ/2.

• Corrector: Compute Γm+1 := Xm+1, µm+1 by using the BJL/PC scheme (3.6) with Xm, µm, Γ̃m+ 1
2

and τ .

4: m = m+ 1;
5: end while

to demonstrate that the following homogeneous system for (X, µ) ∈ [V h]2 × V h has only the trivial zero
solution: 

(
X
τ , ϕ

hñm+ 1
2

)h
Γ̃m+1

2
+
(
∂sµ, ∂sϕ

h
)

Γ̃m+1
2

= 0, ∀ ϕh ∈ V h,(
µ, ñm+ 1

2 · ωh
)h

Γ̃m+1
2
−
(
Zk(ñm+ 1

2 )∂sX, ∂sω
h
)

Γ̃m+1
2

= 0, ∀ ωh ∈ [V h]2.

(3.8)

By letting ϕh = µ and ωh = X, we can derive that

(∂sµ, ∂sµ)
Γ̃m+1

2
+
(
Zk(ñm+ 1

2 )∂sX, ∂sX
)

Γ̃m+1
2

= 0. (3.9)

Given the assumption (3.5), the choice of the stabilizing function k(n) ensures that Zk(ñm+ 1
2 ) is a symmetric

positive definite matrix. Consequently, we conclude that X and µ must be constants:

X ≡ Xc ∈ R2, µ ≡ µc ∈ R.

Substituting this into (3.8) leads to(
Xc, ϕhñm+ 1

2

)h
Γ̃m+1

2
= 0,

(
µc, ñm+ 1

2 · ωh
)h

Γ̃m+1
2

= 0, ∀ (ϕh,ωh) ∈ V h × [V h]2. (3.10)

The standard argument presented in [12, Theorem 2.1] leads to the conclusion that Xc = 0 and µc = 0

under conditions (1) and (2) for Γ̃m+ 1
2 . This completes the proof of well-posedness.

3.3. Surface diffusion flow of surfaces in R3

In alignment with the previous discussion and utilizing the first-order BGN scheme for solving SDF in
R3 as outlined in [15], we extend the predictor-corrector strategy to derive a second-order scheme in this
subsection.

We approximate the surface Γ(tm) by a polyhedron Γm :=
⋃J
j=1 σ

m
j , where {σmj }Jj=1 constitutes a family

of mutually disjoint open triangles. Set h = max
1≤j≤J

diam(σmj ) and consider the finite element space Wh
m,

which consists of piecewise linear functions defined on Γm:

Wh
m :=

{
u ∈ C(Γm,R) : u|σmj is linear, ∀j = 1, . . . , J

}
⊆ H1(Γm,R).
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We apply the following mass-lumped inner product to approximate the L2 inner product (·, ·)Γm :

(u, v)
h
Γm :=

1

3

J∑
j=1

|σmj |
3∑
k=1

(u · v)
(
(qmjk)−

)
,

where {qj1 ,qj2 ,qj3} are the vertices of the triangle σmj and |σmj | is its area. Additionally, u
(
(qmjk)−

)
=

lim
σmj 3x→qmjk

u(x). The first-order BGN scheme presented in [15] for solving SDF of surfaces in R3 can be

written as follows:

(First-order BGN scheme): Given Γ0 and its parametrized identity function X0 ∈Wh
0 on Γ0, for m ≥ 0,

we seek Xm+1 ∈ [Wh
m]3 and Hm+1 ∈Wh

m such that
(

Xm+1−Xm

τ , ϕhnm
)h

Γm
+
(
∇ΓmH

m+1,∇Γmϕ
h
)

Γm
= 0, ∀ ϕh ∈Wh

m,(
Hm+1,nm · ωh

)h
Γm
−
(
∇ΓmXm+1,∇Γmω

h
)

Γm
= 0, ∀ ωh ∈ [Wh

m]3,
(3.11)

where Xm(·) is the identity function on [Wh
m]3, the unit outward normal vector nm and the surface gradient

∇Γm are both piecewisely defined over the polyhedra Γm.
The predictor-corrector strategy is now readily applied in this context, leading to the following second-

order BGN/PC scheme for solving SDF of surfaces in R3:

(Second-order BGN/PC scheme): For X0 ∈ [Wh
0 ]3 and H0 ∈ Wh

0 , which are appropriate approxima-

tions at the time level t0 = 0. For m ≥ 0, let Γ̃m+ 1
2 := X̃m+ 1

2 ∈ [Wh
m]3 be an appropriate approximation of

X(tm+ 1
2
). We seek Xm+1 ∈ [Wh

m]3 and Hm+1 ∈Wh
m such that

(
Xm+1−Xm

τ , ϕhñm+ 1
2

)h
Γ̃m+1

2
+
(
∇

Γ̃m+1
2

(
Hm+1+Hm

2

)
,∇

Γ̃m+1
2
ϕh
)

Γ̃m+1
2

= 0, ∀ ϕh ∈Wh
m,(

Hm+1+Hm

2 , ñm+ 1
2 · ωh

)h
Γ̃m+1

2
−
(
∇

Γ̃m+1
2

(
Xm+1+Xm

2

)
,∇

Γ̃m+1
2
ωh
)

Γ̃m+1
2

= 0, ∀ ωh ∈ [Wh
m]3.

(3.12)

In this setup, the unit normal vector ñm+ 1
2 and the surface gradient ∇

Γ̃m+1
2

are both piecewisely defined

over the predicted polyhedron Γ̃m+ 1
2 , and they are obtained using the first-order scheme (3.11) with a time

step of τ/2. The second-order BGN/PC Algorithm can be given similarly to the planar case; for conciseness,
further details are omitted here.

4. Numerical results

In this section, we present extensive numerical experiments to demonstrate the efficiency and accuracy
of our proposed BGN/PC algorithms for solving planar isotropic SDF and other geometric flows.

As discussed in our previous work (e.g., see Section 3 in [31]), shape metrics are more suitable for
quantifying numerical errors of BGN-based schemes, which introduce the intrinsic tangential velocities to
maintain an even distribution of mesh points during evolution. To evaluate the convergence order, we
employ the manifold distance to measure the differences between two curves/surfaces. Specifically, the
manifold distance between two curves/surfaces Γ1 and Γ2 is defined as [31, 46]

M (Γ1,Γ2) := |(Ω1 \ Ω2) ∪ (Ω2 \ Ω1)| = |Ω1|+ |Ω2| − 2|Ω1 ∩ Ω2|,

where Ω1 and Ω2 denote the regions enclosed by Γ1 and Γ2, respectively, and |Ω| represents the area/volume
of Ω in 2D/3D. It can be easily proven that the manifold distance satisfies the properties of symmetry,
positivity and the triangle inequality (see [46, Proposition 5.1]), making it a reliable shape metric for
measuring differences between curves in 2D or surfaces in 3D [3, 7, 9, 31, 32, 46].
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4.1. Isotropic surface diffusion flow of planar curves

Example 4.1 (Convergence order test). In this experiment, taking the planar isotropic SDF as an example,
we compare the convergence rates of four numerical schemes: the BGN scheme (2.2), the BGN/CNLF
scheme (2.7), the BGN/BDF2 scheme (2.8), and BGN/PC scheme (2.5), using an initially elliptic curve,
parametrized as:

X(ρ) = (2 cos(2πρ), sin(2πρ)), ρ ∈ I = [0, 1].

Given the absence of an exact solution for the SDF corresponding to an initially elliptic curve, we compute
a reference solution Xref using the BGN/PC scheme with a very fine mesh and a tiny time step. Specifically,
we choose N = 104 and τ = 10−1 × 2−13. To assess the temporal convergence rates of the schemes, we
maintain a large number of mesh points (e.g., N = 104) in numerical simulations to ensure that the spatial
error is negligible compared to the temporal error. Subsequently, we calculate the numerical error and its
corresponding convergence rate using the manifold distance, defined as follows:

Eτ (T ) = EM (T ) = M(Xm
τ ,Xref), Order = log

(Eτ1(T )

Eτ2(T )

)/
log
(τ1
τ2

)
, (4.1)

where m = T/τ is the discrete time level, and Xm
τ represents the numerical solution obtained from the

various numerical schemes with time step τ .

10-4 10-3 10-2

10-6

10-4

10-2
BGN1 BGN/CNLF BGN/BDF2 BGN/PC

10-4 10-3 10-2

10-6

10-4

10-2

10-4 10-3 10-2

10-6

10-4

10-2

(c)(b)(a)

Figure 1: Log-log plot of the numerical errors of the classical BGN scheme (2.2), the BGN/CNLF scheme (2.7), the BGN/BDF2
scheme (2.8) and the BGN/PC scheme (2.5) for solving the isotropic planar SDF associated with an initially elliptic curve at
three time levels: (a) T = 0.05, (b) T = 0.5, (c) T = 5.

As shown in Figure 1, we clearly observe that at three different time levels (T = 0.05, 0.5, 5), the numerical
errors of the BGN/CNLF scheme (2.7), the BGN/BDF2 scheme (2.8), and the BGN/PC scheme (2.5) all
attain second-order convergence, while the classical BGN scheme (2.2) exhibits only first-order convergence.
Furthermore, it is noteworthy that the newly proposed BGN/PC scheme significantly outperforms the other
three schemes in terms of accuracy while utilizing the same computational parameters.

Example 4.2 (Comparison of computational cost). We compare the computational cost of the classical
BGN scheme (2.2), the BGN/CNLF scheme (2.7), the BGN/BDF2 scheme (2.8), and the BGN/PC scheme
(2.5). The experiments were performed using MATLAB 2021b on a MacBook Pro with 1.4GHz quad-core
Intel Core i5 processor and 8GB of RAM. The initial curve is still chosen as an elliptic curve, as defined
previously.

Table 1 displays a comparison of CPU times (in seconds) and numerical errors at T = 0.05, measured
by the manifold distance EM (T ), for the four numerical schemes mentioned above. The results indicate the
following conclusions: (1) under the same computational parameters (i.e., N and τ), the numerical error of
the BGN/PC scheme consistently outperforms that of the other three schemes; (2) the computational cost
of the BGN/CNLF scheme is comparable to that of the classical BGN scheme and is approximately half of
the cost associated with the BGN/PC scheme and the BGN/BDF2 scheme. This is due to the additional
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Table 1: Comparisons of the CPU time (in seconds) and the numerical errors measured by the manifold distance EM (T ) for
the classical BGN scheme (2.2), the BGN/CNLF scheme (2.7), the BGN/BDF2 scheme (2.8) and the BGN/PC scheme (2.5),
where the initial curve is an ellipse, with computational parameters specified as τ = 1/N and T = 0.05.

Mesh points BGN BGN/CNLF BGN/BDF2 BGN/PC
N EM (T ) Time (s) EM (T ) Time (s) EM (T ) Time (s) EM (T ) Time (s)

160 8.58E-3 0.14 3.65E-3 0.38 6.68E-3 0.25 1.79E-3 0.19
320 4.02E-3 0.33 5.92E-4 0.45 2.45E-3 0.53 4.25E-4 0.77
640 1.96E-3 1.24 1.20E-4 1.86 8.67E-4 2.10 1.02E-4 3.10
1280 9.67E-4 6.86 2.94E-5 9.33 2.93E-4 12.8 2.47E-5 15.4
2560 4.81E-4 65.4 7.21E-6 87.3 9.46E-5 136 5.77E-6 154
5120 2.40E-4 1.19E+3 1.80E-6 1.37E+3 2.89E-5 2.24E+3 1.20E-6 2.57E+3

calculations required for determining the predictor curve Γ̃m+ 1
2 at each time step for the BGN/PC scheme,

which is similar to the the BGN/BDF2 scheme; (3) when considering both accuracy and efficiency, the three
second-order schemes demonstrate significantly better performance compared to the first-order BGN scheme
(2.2). Furthermore, taking all factors into consideration, the BGN/PC scheme performs the best among
them.

Example 4.3 (Evolution of geometric quantities). We compare the evolution of several important geometric
quantities using the mentioned four different schemes. The initial curve is still chosen as an elliptic curve.
As is well-known, the SDF decreases the perimeter while preserving the enclosed area during evolution. This
property inspires us to investigate the evolution of several geometric quantities: the normalized perimeter
L(t)/L(0), the relative area loss ∆A(t), and the mesh ratio function Ψ(t), defined as follows:

L(t)

L(0)

∣∣∣∣
t=tm

=
Lm

L0
, ∆A(t)|t=tm =

Am −A0

A0
, Ψ(t)|t=tm =

max1≤j≤N |hmj |
min1≤j≤N |hmj |

, m ≥ 0,

where Lm and Am represent the perimeter and the enclosed area of the polygon determined by the numerical
solution Xm, respectively. The mesh ratio is closely related the mesh quality.
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Figure 2: Evolution of several geometric quantities using the classical BGN scheme (2.2), the BGN/CNLF scheme (2.7), the
BGN/BDF2 scheme (2.8) and the BGN/PC scheme (2.5): (a) normalized perimeter; (b) relative area loss; (c) mesh ratio,
where the initial curve is an ellipse, with discretization parameters set as N = 80 and τ = 1/160.

As illustrated in Figure 2, we observe the following: (1) all four numerical schemes generally decrease
the perimeter of the polygon during the evolution (cf. Figure 2(a)). However, upon closer inspection, the
BGN/CNLF scheme exhibits oscillation behavior, likely due to its use of the two-step leap-frog method
for temporal discretization; (2) under identical computational parameters, the area loss of the BGN/PC
scheme attains the least among the four schemes (cf. Figure 2(b)), further demonstrating its superior
computational accuracy; (3) during long-time evolution, the mesh ratio function Ψ(t) converges to 1 for the
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BGN scheme, the BGN/BDF2 scheme, and the BGN/PC scheme (cf. Figure 2(c)), indicating asymptotic
mesh equidistribution. In contrast, the mesh ratio for the BGN/CNLF scheme does not converge and again
exhibits oscillatory behavior. In fact, this oscillation may lead to mesh distortion and potential breakdown
of the BGN/CNLF scheme in certain scenarios, necessitating mesh regularization [31]. Furthermore, it is
noteworthy that among the three schemes which enjoy the mesh equidistribution property, the BGN/PC
scheme achieves this state most rapidly.
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Figure 3: Evolution of the curves and the corresponding geometric quantities by using the BGN/PC scheme (2.5) for three
different initial curves: a rectangular curve (first row); a ‘flower’ curve (second row); Mikula-Ševčovič curve [39] (third row),
where the discretization parameters are set as N = 320, τ = 1/80, 1/160, 1/320.

Example 4.4 (Simulation of morphological evolution). We employ the BGN/PC scheme (2.5) to simulate
the morphological evolution of various initially distinct curves towards the equilibrium state. Meanwhile, we
illustrate the corresponding evolution of the geometric quantities discussed in the last example.

As illustrated in Figure 3(a), (e) and (i), it is evident that regardless of the selected initial curve type, all
curves eventually evolve into the same equilibrium shape–a circle. Furthermore, by observing the evolution
of geometric quantities, an examination of the evolution of geometric quantities leads us to the following
conclusions: (1) the BGN/PC scheme (2.5) consistently decreases the perimeter during the evolution, align-
ing with the perimeter-decreasing property of the SDF (see (b), (f) and (j)); (2) the BGN/PC scheme enjoys
a long-time equidistribution property, whereby a smaller time step τ accelerates the convergence of mesh
points to the equidistribution state, i.e., the mesh ratio function Ψ(t) reaches 1 more rapidly (cf. (d), (h)
and (l)).
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4.2. Curve shortening flow

In this subsection, we apply the proposed BGN/PC scheme (3.2) to the CSF and AP-CSF, and present
numerical results for both flows.

Example 4.5 (Extensions to CSF and AP-CSF). We conduct convergence order tests of the BGN/PC
scheme for solving CSF and AP-CSF, and illustrate the corresponding evolution of geometric quantities.
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Figure 4: Evolution of an elliptic curve driven by the CSF using the BGN/PC scheme: (a) snapshots of the evolution; (b)
evolution of the normalized perimeter and relative area loss; (c) temporal accuracy of the scheme at different time instances
T = 0.05, 0.25, 0.75, with the spatial mesh size fixed as N = 104.

-2 0 2

-2

-1

0

1

2

0 1 2
0.9

0.92

0.94

0.96

0.98

1

0

0.2

0.4

0.6

0.8

1

1.2
10-5

0 20 40
1

1.1

1.2

1.3

1.4

10-2
10-6

10-5

10-4

10-3

T=0.05
T=0.5
T=2

(a) (b) (c) (d)

Figure 5: Evolution of an elliptic curve driven by the AP-CSF via the BGN/PC scheme: (a) snapshots of the evolution; (b)
evolution of the normalized perimeter and relative area loss; (c) evolution of the mesh ratio function; (d) temporal convergence
rates at T = 0.05, 0.5, 2, with the spatial mesh size fixed as N = 104.

The numerical results of CSF and AP-CSF by using the BGN/PC algorithm are shown in Figures 4 and
5, respectively. From these Figures, it is evident that the BGN/PC schemes achieve second-order accuracy
in time for both CSF and AP-CSF. Additionally, since the AP-CSF has an equilibrium state whereas the
CSF does not, the mesh ratio function for AP-CSF converges to one during long-term evolution, indicating
mesh equidistribution (as shown in Figure 5(c)).

4.3. Anisotropic surface diffusion flow of planar curves

In this subsection, we apply the proposed BJL/PC scheme (3.6) to the A-SDF, which can be viewed as
an H−1-gradient flow with respect to the interfacial energy functional [4, 5, 17]

W =

∫
Γ

γ(n) ds, (4.2)

where γ(n) represents the surface energy density and n is the unit normal vector of the curve. Consequently,
the A-SDF can also be utilized to solve the following geometric variational problem: finding a closed curve
that minimizes the aforementioned energy functional (4.2) subject to the constraint that the area enclosed
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by the curve is a given constant. This minimization problem can alternatively be approached through a
geometric method known as the Wulff construction [5, 43]. In the following, we will conduct comprehensive
numerical experiments to demonstrate the superiority of our proposed BJL/PC algorithm (3.6) compared
to the BJL scheme (3.4) for solving the A-SDF. For simplicity, we will primarily consider several commonly
used anisotropic surface energy densities [4], categorized as follows:

• (Case 1): The k-fold anisotropic surface energy density

γ(n) = 1 + β cos(kθ), ∀n = (− sin θ, cos θ)> ∈ S1,

where β ≥ 0 is a constant that controls the degree of anisotropy, and k = 2, 3, 4, 6 represents the order
of rotational symmetry. It is noteworthy that the surface energy exhibits strong anisotropy when
β > 1/(k2 − 1) [6].

• (Case 2): The Riemannian-like (BGN-like) metric surface energy density:

γ(n) =

M∑
l=1

√
n>Gln, ∀n ∈ S1,

where Gl ∈ R2×2, with l = 1, . . . ,M , are symmetric and positive definite matrices.

• (Case 3): The regularized l1-norm metric surface energy:

γ(n) =
√
n2

1 + ε2n2
2 +

√
ε2n2

1 + n2
2, ∀n = (n1, n2)> ∈ S1,

where 0 < ε� 1 is a small regularization constant.

Example 4.6 (Convergence order test). We investigate the convergence orders of the BJL scheme (3.4)
and the BJL/PC scheme (3.6) for the evolution of an elliptic curve under two types of anisotropic surface
energy densities (i.e., Case 1 and Case 2).

By computing the reference solution in a similar manner to that used in Example 4.1 and measuring
numerical errors through the manifold distance, we observe that the BJL/PC scheme (3.6) attains second-
order accuracy in time (as shown in Figure 6), while the original BJL scheme (3.4) is only first-order accurate,
regardless of the chosen surface energy density. This comparison further underscores the superiority of our
proposed BJL/PC scheme in terms of accuracy compared to the original BJL scheme.

Example 4.7 (Morphological evolution). We employ the BJL/PC scheme (3.6) to simulate the morpho-
logical evolution of an elliptic curve toward its equilibrium state under various surface energy densities.

For geometric quantities, in addition to the relative area loss ∆A(t) and the mesh ratio Ψ(t), we also
investigate the evolution of the normalized energy W (t)/W (0), defined as

W (t)

W (0)

∣∣∣∣
t=tm

=
Wm

W 0
, Wm =

N∑
j=1

|hmj |γ(nmj ),

where Wm represents the discrete energy of the curve Γm.
We firstly investigate the evolution of elliptic curves governed by the A-SDF with three different weakly

anisotropic surface energies. As illustrated in Figure 7, our observations reveal that the BJL/PC scheme (3.6)
effectively evolves curves with three distinct surface energy types towards their respective equilibrium states.
These numerically computed equilibrium states, represented as blue lines in Figures 7(a), (e) and (i), closely
align with the theoretical equilibrium obtained through the Wulff construction. Furthermore, we explore the
corresponding geometric quantities and find that the BJL/PC scheme monotonically decreases the discrete
energy Γm. Notably, it effectively preserves the enclosed area with a numerical error margin below 0.1%.
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Figure 6: Log-log plot of the numerical errors of the BJL scheme (3.4) and the BJL/PC scheme (3.6) for the evolution of an
elliptic curve under various types of anisotropic surface energy densities: Case 1 with β = 0.01 and k = 4 (first column); Case
1 with β = 0.2 and k = 2 (second column); Case 2 with M = 1 and G = diag(1, 2) (last column), where the top row is for
T = 0.05 and the bottom row is for T = 0.25.

In anisotropic scenarios, although the BJL/PC scheme (3.6) does not attain mesh equidistribution over
long-time evolution, it maintains a remarkably high level of mesh quality, as evidenced by consistently low
mesh ratios throughout the entire evolution.

Figure 8 presents the simulation for elliptical curves with two distinct strongly anisotropic surface energy
densities. Specifically, Case 1 is characterized by either β = 0.2 and k = 4 or β = 0.1 and k = 6. In Figures
8(d) and (h), the numerically computed equilibrium states (in blue) exhibit a remarkable agreement with
their corresponding theoretical equilibriums derived from the Wulff construction [5, 43], which suggests that
the theoretical equilibrium state is obtained by trimming the ‘ears’ of the Wulff envelope (shown in black).

Example 4.8 (Comparison of numerical equilibrium states). We compare the numerical equilibrium states
obtained from the BJL scheme (3.4) and BJL/PC scheme (3.6) with the theoretical equilibrium derived from
the Wulff construction in both weakly and strongly anisotropic cases.

Figures 9 and 10 provide detailed comparisons of the equilibriums obtained using the BJL scheme (3.4)
(shown in blue) and the BJL/PC scheme (3.6) (shown in red) for weakly and strongly anisotropic energy
densities, respectively. The corresponding surface energy densities are specified in Figures 7 and 8. For these
simulations, we maintain a fixed number of mesh points at N = 320 while varying the time step τ . The
results demonstrate that the BJL/PC scheme (3.6) exhibits higher accuracy than the BJL scheme (3.4) in
predicting the Wulff shape for both weakly and strongly anisotropic cases. Notably, in Figures 10(c)-(d), the
BJL/PC scheme effectively captures the sharp corners characteristic of the strongly anisotropic scenario.

The comparisons further demonstrate that the BJL/PC scheme (3.6) not only captures the overall
features of the equilibrium states but also accurately reproduces finer details. This is evident from the close
alignment between the numerical and theoretical equilibriums, underscoring the robustness and precision of
the BJL/PC scheme in simulating the evolution of curves in the case of anisotropic surface energy densities.

4.4. Surface diffusion flow of surfaces in R3

In this part, we extend the BGN/PC scheme (3.12) to the SDF in R3. Similar to the planar case discussed
earlier, we compare the numerical results against those obtained using the BGN scheme, the BGN/CNLF
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Figure 7: Evolution of curves starting from an elliptic configuration (red line) toward their equilibrium states (blue line), and
the corresponding geometric quantities using the BJL/PC scheme (3.6) under three weakly anisotropic surface energy densities:
Case 1 with β = 0.05 and k = 4 (top row); Case 2 with M = 1 and G = diag(1, 2) (second row); Case 3 with ε = 0.01 (bottom
row). The parameters are set to N = 320, and τ = 1/80, 1/160, 1/320.

Figure 8: Evolution of an initially elliptic curve driven by the A-SDF toward its equilibrium using the BJL/PC scheme (3.6)
for two strongly anisotropic surface energy densities: Case 1 with β = 0.2 and k = 4 (top row); Case 1 with β = 0.1 and k = 6
(bottom row). The discretization parameters are set to N = 320 and τ = 1/320. The black solid line, depicted in (d) and (h),
represents the Wulff envelope.

scheme and the BGN/BDF2 scheme. The latter two schemes are designed for surface evolution in a manner
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Figure 9: Numerical equilibrium states obtained from the BJL scheme (3.4) (in blue) and the BJL/PC scheme (3.6) (in red)
for three weakly anisotropic surface energy densities: (a) Case 1 with β = 0.05 and k = 4; (b) Case 2 with M = 1 and
G = diag(1, 2); (c) Case 3 with ε = 0.01. The corresponding zoom-in figures are presented in (d)-(f). The parameter are set to
N = 320 and τ = 1/80, 1/160, 1/320. The black solid lines represent the theoretical equilibriums constructed using the Wulff
construction.
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Figure 10: Numerical equilibriums obtained from the BJL scheme (3.4) (in blue) and the BJL/PC scheme (3.6) (in red)
for two strongly anisotropic surface energy densities: (a) Case 1 with β = 0.2 and k = 4; (b) Case 1 with β = 0.1 and
k = 6. The corresponding zoom-in plots are displayed in (c)-(d) and the computational parameters are set to N = 320 and
τ = 1/80, 1/160, 1/320. The black solid lines represent the Wulff envelope in the strongly anisotropic case.

analogous to (2.7) and (2.8). As noted in Remark 2.2, mesh regularization techniques are necessary for the
BGN/CNLF scheme. In practical simulations, we implement this mesh regularization for the BGN/CNLF
scheme by applying the first-order BGN scheme (3.11) for the trivial flow (cf. [31, Subsection 2.4, Remark
2.3]).

Example 4.9 (Convergence order test). We compare the convergence orders of the BGN scheme (3.11),
the BGN/BDF2 scheme, and the BGN/PC scheme (3.12) for the evolution of a 2 : 1 : 1 ellipsoidal surface
defined by x2/4 + y2 + z2 = 1.

To assess the convergence order of each method, we utilize the reference solution Xref obtained from
the corresponding scheme, employing an exceptionally fine mesh with parameters (J,K) = (100280, 50142)
and a time step of τ = 1/1500. Here, J and K denote the number of triangles and vertices of the initial
polyhedron, respectively. We then maintain this fine mesh to evaluate the temporal error. The numerical
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Figure 11: Numerical errors of the three schemes for solving the SDF in R3 at time T = 0.15, with the initial surface chosen
as a 2 : 1 : 1 ellipsoid. The spatial mesh is configured as (J,K) = (100280, 50142).

error and convergence order are defined analogously to the planar case. Figure 12 displays a log-log plot
of the manifold distance at time T = 0.15 for the BGN scheme, the BGN/CNLF scheme, the BGN/BDF2
scheme, and the BGN/PC scheme. It is evident that the BGN and BGN/PC schemes achieve the desired
first- and second-order convergence, respectively. However, there is a notable reduction in order in certain
regions for the other two second-order schemes. Furthermore, the BGN/PC scheme is the most accurate
among four schemes studied. These observations indicate that the BGN/PC scheme demonstrates superior
robustness and accuracy compared to the other methods presented.

Example 4.10 (Evolution of morphology and geometric quantities). We apply the BGN scheme (3.11),
the BGN/CNLF scheme, the BGN/BDF2 scheme, and the BGN/PC scheme (3.12) to simulate the mor-
phological evolution and their geometric quantities of a 2 : 1 : 1 ellipsoidal surface and a torus defined
by (

√
x2 + y2 − 1)2 + z2 = 4/25. Moreover, we investigate the pinch-off phenomenon by conducting the

simulation of a benchmark example, an 8× 1× 1 cuboid.

Figures 12 and 14 illustrate the evolution of an ellipsoid and a torus using the four distinct schemes,
respectively. As clearly shown in these plots, the two second-order schemes, the BGN/BDF2 scheme and
the BGN/PC scheme, exhibit highly stable numerical evolutions without requiring any mesh regularization,
similar to the first-order BGN scheme. In contrast, the BGN/CNLF scheme encounters mesh distortion and
necessitates mesh regularization, as illustrated in the second row of Figure 14 and Figure 16.

Additionally, we investigate the evolution of the following geometric quantities, as shown in Figures 13
and 15: (1) the relative volume loss ∆V (t); and (2) the normalized surface area S(t)/S(0), which are defined
as follows for m ≥ 0:

∆V (t)|t=tm =
V m − V 0

V 0
,

S(t)

S(0)

∣∣∣∣
t=tm

=
Sm

S0
,

where V m and Sm represent the volume enclosed by the polyhedron Γm and the surface area of Γm,
respectively. Furthermore, two mesh distribution functions rh(t) and ra(t), are defined to characterize mesh
quality [32]:

rh(t)|t=tm :=
maxj max{‖qmj1 − qmj2‖, ‖q

m
j2
− qmj3‖, ‖q

m
j3
− qmj1‖}

minj min{‖qmj1 − qmj2‖, ‖q
m
j2
− qmj3‖, ‖q

m
j3
− qmj1‖}

, ra(t)|t=tm :=
maxj |σmj |
minj |σmj |

.

Figures 13 and 15 (a)-(b) demonstrate that both the BGN/PC scheme and the BGN/BDF2 scheme
are more effective in preserving geometric properties, specifically with regard to area reduction and volume
conservation. Notably, the volume loss observed in these two second-order schemes is significantly lower
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Figure 12: Evolution of a 2 : 1 : 1 ellipsoid driven by the SDF using the BGN scheme (top row), the BGN/CNLF scheme
(second row), the BGN/BDF2 scheme (third row) and the BGN/PC scheme (bottom row). The spatial mesh is configured as
(J,K) = (2052, 1028) and the time step is set as τ = 1/550.
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Figure 13: Evolution of the corresponding geometric quantities of the ellipsoid: (a) the normalized surface area; (b) the relative
volume loss; (c)-(d) the mesh distribution functions ra(t) and rh(t).

than that in the first-order BGN scheme. In the case of the BGN/CNLF scheme, oscillations are evident
in both volume loss and mesh ratio functions. Furthermore, Figures 13 and 15 (c)-(d) clearly illustrate
significant mesh distortion for both initial surfaces when employing the BGN/CNLF method. Although
mesh regularization is implemented at each time step, the mesh quality remains unsatisfactory, in contrast
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Figure 14: Evolution of a torus driven by the SDF using the BGN scheme (top row), the BGN/CNLF scheme (second row), the
BGN/BDF2 scheme (third row) and the BGN/PC scheme (bottom row), with a spatial mesh configured as (J,K) = (2000, 1000)
and a time step of τ = 1/4000.
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Figure 15: Evolution of the corresponding geometric quantities of the torus: (a) the normalized surface area; (b) the relative
volume loss; (c)-(d) the mesh distribution functions ra(t) and rh(t).

to the results observed in the evolution of curves [31]. Nonetheless, It is important to emphasize that mesh
regularization is essential in the BGN/CNLF scheme; without it, the mesh becomes severely distorted,
resulting in inaccurate numerical solutions, as illustrated in Figure 16. In contrast, the mesh distribution
functions rh(t) and ra(t) of the other three schemes maintain favorable bounds throughout the evolution.
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Figure 16: Evolution snapshots of a torus driven by the SDF using the BGN/CNLF scheme without mesh regularization.

Finally, we compare the performance of four different schemes in capturing the pinch-off phenomenon for
a benchmark example involving an 8×1×1 cuboid [9, 15, 32]. As illustrated in Figure 17, the BGN scheme,
BGN/BDF2 scheme, and BGN/PC scheme effectively capture the pinch-off phenomenon, achieving compa-
rable pinch-off times of t = 0.3636, t = 0.3692 and t = 0.3788, respectively. In contrast, the BGN/CNLF
scheme predicts an inaccurate pinch-off time of t = 0.3196 due to significant mesh distortion.

Figure 17: Evolution of a cuboid driven by the SDF using the BGN scheme (top row), the BGN/CNLF scheme (second row), the
BGN/BDF2 scheme (third row) and the BGN/PC scheme (bottom row), with a spatial mesh configured as (J,K) = (2600, 1302)
and a time step of τ = 1/2500.
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5. Conclusions

We proposed a novel parametric finite element method based on the BGN framework, which is second-
order accurate in time and tailored specifically for solving surface diffusion flows. This method employs
a predictor-corrector approach for time discretization, enhancing the standard first-order BGN scheme to
achieve second-order accuracy. Unlike previous second-order methods, our proposed scheme maintains excel-
lent mesh quality without requiring mesh regularization. Furthermore, our algorithm can be easily extended
to address various geometric flows, including curve-shortening flow, area-preserving curve-shortening flow,
anisotropic surface diffusion flow, and surface diffusion flow in R3. To validate our approach, we presented ex-
tensive numerical results demonstrating that the predictor-corrector BGN-based schemes achieve quadratic
convergence in time and outperform the existing schemes.

Additionally, we emphasize that our predictor-corrector strategy can be easily adapted to solve Will-
more flows [16] or anisotropic surface diffusion flows in R3 [8]. However, the design of an unconditionally
energy-stable, temporally high-order scheme for isotropic or anisotropic surface diffusion flows, as well as
other geometric flows, presents a compelling and significant challenge. In future work, we intend to fur-
ther investigate high-order, structure-preserving numerical schemes that effectively maintain the geometric
properties of various geometric flows [24, 30].
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